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RESUMEN

Este articulo explora el uso de Modelos de Lenguaje de Gran Escala (LLM) en la codificacion
cualitativa, destacando avances y oportunidades para la herramienta Social Verbatim. Se
revisan los fundamentos de los LLM, su arquitectura y el impacto del hardware en su desa-
rrollo. Ademas, se analizan aplicaciones especificas de los LLM en la investigacion cualita-
tiva, incluyendo la codificacién tematica y el analisis comparativo. Se abordan los desafios
metodoldgicos, éticos y epistemolédgicos, y se proponen estrategias para mitigar estos pro-
blemas. Finalmente, se discuten las implicaciones de la integracién de LLM en herramien-
tas como Social Verbatim, subrayando la importancia de la transparencia y la colaboracién
humano-maquina en la investigacion cualitativa.
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ABSTRACT

This article explores the use of Large Language Models (LLMs) in qualitative coding,
highlighting advances and opportunities for the Social Verbatim tool. It reviews the fun-
damentals of LLMs, their architecture, and the impact of hardware on their development.
Additionally, specific applications of LLMs in qualitative research are analyzed, including
thematic coding and comparative analysis. Methodological, ethical, and epistemological
challenges are addressed, and strategies to mitigate these issues are proposed. Finally, the
implications of integrating LLMs into tools like Social Verbatim are discussed, emphasizing
the importance of transparency and human-machine collaboration in qualitative research.

KEYWORDS: Large Language Models (LLMs); qualitative coding; Generative Artificial Intelli-
gence (GAI); qualitative research; open science; Al-assisted qualitative analysis.

1. Introduccioén

En dos afios de trabajo de un proyecto denominado CS-Transcribe!, entre sus princi-
palesresultados se encuentra el desarrollo de una herramienta online registrada como
Social Verbatim. Esta app se ha concebido como solucién digital para distintas fases
del proceso de la investigacion social cualitativa y avanza en la direccién de conver-
tirse en una herramienta integral de apoyo a este tipo de investigacién, incluyendo,
ademas de utilidades de transcripcion, otras relacionadas con la gestion y apoyo al
analisis y codificacién. En concreto, como se indica en la informacién publicada en su
web (www.socialverbatim.com?), Social Verbatim, ademaés de transcribir automatica
o manualmente, permite «incorporar comunicaciéon no verbal y contextual mediante
iconos, revisar y corregir transcripciones, trabajar en equipo, organizar proyectos,
organizar entrevistas, grupos de discusion u otros elementos de analisis, anonimizar
fragmentos, insertar comentarios, marcadores y notas de analisis (o) usar verbatims
para las publicaciones», entre otras posibilidadess.

Enlalinea de explorar la ampliacién de funcionalidades de esta herramienta, este ar-
ticulo se propone indagar en los LLM (Modelos de Lenguaje de Gran escala, en inglés,
LLM, Large Language Models) para el proceso de codificacién cualitativa. A través de
esta contribucién se pretende conocer los avances en materia de codificacién cuali-
tativa por IA, asi como los retos y oportunidades que ofrece este tipo de tecnologia,
aludiendo especialmente al papel de las personas investigadoras como parte activa e
inevitablemente reflexiva en el proceso.

Antes de proceder a una revision de las aportaciones mas relevantes en esta materia,
a continuacioén, se introduce el concepto de LLM. Los LLM son modelos de inteli-
gencia artificial disefiados para procesar y generar texto en lenguaje natural a gran
escala. Segin Mitchell (2024):


http://www.socialverbatim.com
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[...] un modelo de lenguaje grande (LLM, por sus siglas en inglés) es un sistema
computacional, tipicamente una red neuronal profunda con un gran nimero de
paradmetros ajustables, que implementa una funcién matematica llamada modelo
de lenguaje. [...] Las redes neuronales subyacentes a los LLM se entrenan utili-
zando amplias colecciones de texto obtenidas de sitios web, libros digitalizados y
otros recursos digitales.

Estas redes neuronales son un modelo computacional inspirado en el cerebro humano
que se compone de «neuronas» (unidades de procesamiento) organizadas en capas,
que transforman entradas (como texto o nimeros) en salidas (como predicciones o
respuestas).

En los dltimos afios se ha asistido a un desarrollo extraordinario de esta tecnologia,
especialmente tras la introduccién de la arquitectura de Transformers a partir de un
articulo de Vaswani et al. (2017). Esta arquitectura es capaz de capturar relaciones
a largo plazo en el texto de manera mucho mas eficiente que los modelos anterio-
res como las RNNs (Redes Neuronales Recurrentes) o las CNNs (Redes Neuronales
Convolucionales). De hecho, antes de ese momento, los modelos de lenguaje se entre-
naban desde cero para cada tarea especifica, mientras que, con Transformer, se pre-
entrenaron modelos con grandes cantidades de datos no supervisados para ajustarlo
posteriormente (fine-tuning) para tareas especificas*.

Esta nueva arquitectura se basa en la self-attention (Attention Is All You Need), lo que
permite procesar grandes volimenes de texto de manera eficiente e identificar rela-
ciones asignando diferentes pesos a distintas palabras en una oracién. Asi, pues, los
LLM convierten las palabras en representaciones numeéricas llamadas embeddings.
Estas representaciones permiten que el modelo relacione conceptos similares en un
espacio matematico, comparandose una palabra con todas las demas para deter-
minar como de relevante es en la oracién. Para ello, asigna pesos diferentes a cada
palabra para entender mejor el significado global del prompt que es la instruccién o
entrada textual que el usuario proporciona para que el modelo genere una respuesta.
Ademas, con Transformer se consigue procesar todas las palabras al mismo tiempo
gracias a la paralelizacion, lo que, a su vez, permitié entrenar modelos con miles de
millones de parametros sin que el tiempo de entrenamiento se disparara, mejorando
significativamente su escalabilidad.

Junto al desarrollo de la arquitectura de Transformer, el avance del hardware ha sido
crucial en el desarrollo de los LLM; especialmente, a) el avance de las unidades de
procesamiento grafico, GPU, que aceleran el calculo de matrices y tensores esencial
en la arquitectura de Transformers; b) de las memorias RAM, ya que los modelos mas
grandes requieren terabytes de memoria para procesar datos; ¢) de los chips espe-
cializados en IA —como TPUs, de hecho Wang et al. (2019) mostraron que las TPUs
ofrecen ventajas significativas en términos de rendimiento y eficiencia energética en
comparacion con las GPUs tradicionales, especialmente en modelos de aprendizaje
profundo como los Transformers—. Sin un hardware potente, los tiempos de entre-
namiento serian prohibitivos y el despliegue de modelos en tiempo real seria inviable.
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2. Inteligencia Artificial Generativa (IAG) y los LLM en la
codificacion cualitativa

Todos estos avances han permitido la introduccién de innovaciones metodolégicas que
pueden transformar (y que, de hecho, estan transformando ya) la forma en que las/os
cientificas/os sociales interactian con los datos cualitativos (Hayes, 2025; Van Dis et
al., 2023). Para Hayes (2025), supone habitar un nuevo «espacio hibrido» interactuando
dindmicamente con datos a gran escala, conversando con ellos a través de los LLM en
un nuevo modelo de relacién a mitad de camino entre las tradiciones cualitativas es-
tablecidas y las posibilidades que ofrecen las capacidades computacionales avanzadas.

En cualquier caso, pocas dudas existen sobre los efectos que dicha tecnologia tendra
en la manera de concebir nuestro mundo y la ciencia misma. Sin embargo, en socio-
logia, politologia, incluso en economia y en otras ciencias sociales, en palabras de
Bail, apenas se ha comenzado a explorar cémo la IAG transformara su investigacion,
a pesar de que «estas herramientas pueden hacer avanzar la escala, el alcance y la
velocidad de la investigacion en las ciencias sociales —y pueden permitir también
nuevas formas de investigacion cientifica [...]» (2024, p. 1).

Las aportaciones de la IAG estan siendo ya ampliamente exploradas tanto en el am-
bito experimental o cuasi-experimental y, por supuesto, en el de la investigacion cuali-
tativa. Ziems et al. (2024) evaluaron 13 modelos LLM, encontrando niveles aceptables
de concordancia con los humanos y concluyeron que, frente a la codificacién de texto
supervisada y manual, que exige una gran cantidad de datos de entrenamiento ano-
tados por humanos, los LLM ofrecen grandes oportunidades, sin las constricciones de
otros métodos incluso no supervisados con resultados ininteligibles. Wu et al. (2023)
analizaron las declaraciones publicas de los funcionarios electos y demostraron que
ChatGPT-3.5 puede producir clasificaciones de su ideologia, ya que los resultados se
aproximaron mucho al popular método DW-Nominate para medir la ideologia.

Hayes (2025) sefiala algunas posibilidades del uso de los LLM para la investigacion
cualitativa, entre los que (ademas de la orientacién bdsica para la investigacion, dentro
de conjuntos de datos extensos y complejos) menciona los siguientes: a) codifica-
cion temdtica; b) andlisis comparativo entre diferentes textos, ya que puede resaltar
diferencias en el tono, el énfasis o el marco conceptual; c) dindmicas internas en los
datos, identificando contradicciones, tensiones o narrativas en evoluciéon dentro del
corpus; d) pruebas de escenarios y ejercicios hipotéticos; e) sintesis creativa y estimu-
lo para una mayor indagacion; f) compromiso reflexivo; g) otras posibilidades menos
convencionales de los LLM como la generacién de guiones graficos, instrucciones o
esquemas descriptivos.

A continuacién, nos centraremos en los tres primeros, que se insertan en la propia
naturaleza del proceso de codificacién, para lo que, en primer lugar, nos referiremos
a este proceso en un sentido mas convencional. En el proceso de investigacién cuali-
tativa, la codificaciéon ha ocupado un lugar central, funcionando como puente entre
los datos en bruto y la construccién de significado analitico.
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Asi, pues, un cédigo es un constructo generado por la persona investigadora que
simboliza y, por lo tanto, atribuye un significado interpretado a cada dato individual
para fines posteriores de deteccién de patrones, categorizacién, desarrollo tedricoy
otros procesos analiticos (Miles et al., 2015, p. 78). La codificacién, en este sentido,
es el proceso sistematico mediante el cual se organizan, etiquetan y agrupan datos
cualitativos (como entrevistas, observaciones o textos) con el fin de identificar pa-
trones, temas o categorias relevantes. Frente a la concepcién de la codificaciéon como
trabajo técnico y preparatorio, hay cierto consenso en concebirla como una reflexiéon
profunda y, por lo tanto, un analisis e interpretacion de los significados de los datos
(Gonzalez-Veja, 2022; Deterding y Waters, 2021). Los codigos se utilizan principal-
mente, aunque no exclusivamente, para recuperar y categorizar fragmentos de da-
tos similares, para encontrar, extraer y agrupar los segmentos relacionados con una
pregunta de investigacién, hipdtesis, constructo o tema especifico.

La codificacién, por tanto, es un proceso heuristico que ayuda a la persona investiga-
dora a explorar, descubrir y comprender patronesy temas subyacentes en el conjun-
to de datos. Es decir, la codificacién no solo estructura la informacién, sino que activa
un proceso de reflexion y andlisis que lleva a nuevas interpretaciones o hallazgos,
funcionando como una guia o estrategia de descubrimiento en el analisis cualitativo.

Cabe distinguir entre dos tipos de codificacién: inductiva (Glasser y Strauss, 1967) y
deductiva (Crabtree y Miller, 1999). El tipo inductivo consiste en construir patrones
y temas desde abajo hacia arriba, organizando los datos en unidades de informa-
cién cada vez mas abstractas. Por su parte, desde la l6gica deductiva se comparan
los patrones y teorias existentes con los datos (Jiang et al., 2021, p. 94). Si bien desde
algunos enfoques se recomienda evitar marcos conceptuales previos respecto de los
datos, no parece esta una sugerencia realista y, en la practica, casi siempre se produ-
ce una combinaciéon de ambos métodos (Lindbergh y Korsgaard, 2019), lo que resulta
plausible por las limitaciones que tienen cada uno de ellos por separado.

Los/as cientificos/as sociales han comenzado a utilizar los LLM para la clasificacién de
textos y, dentro de estos, las personas investigadoras en sociologia. Los LLM pueden
ayudar a estas a pasar rapidamente de una visiéon general de patrones tematicos a aspec-
tos mas concretos de la comunicacién humana (Hays, 2025). En general, existe un eleva-
do consenso en admitir que estos modelos pueden ser de gran utilidad en la codificacién
de datos en investigacion cualitativa, aunque se advierte de la importancia de utilizarlos
con criterio y conciencia sobre sus limitaciones, a las que se aludira mas adelante.

Los LLM realizan tareas de procesamiento de lenguaje natural, es decir, sin datos
previos de entrenamiento. A diferencia de otros modelos de IAG como el machine
learning, aprendizaje automatico supervisado, en el que se aportan datos de entre-
namiento previamente etiquetados (Molina y Garip, 2019), los LLM funcionan con
zero-shot, es decir, sin entrenamiento previo (Ziems et al., 2024). En el primer caso,
se decide una «etiqueta» o categoria para cada documento (por ejemplo, un tuit eti-
quetado o anotado, un parrafo de una noticia o un fragmento de discurso), para luego
entrenar un modelo que predice automaticamente las etiquetas utilizando caracte-
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risticas de los textos. Una vez entrenado, el modelo puede predecir etiquetas para
otros textos similares, codificando automaticamente nuevos documentos.

En cualquier caso, los LLM son mas que una promesa. De hecho, se trata de una rea-
lidad que esta contribuyendo a revitalizar el uso de técnicas computacionales en la
investigacion cualitativa al aportar: a) eficiencia, dado que ayuda a acelerar el proce-
so de codificacion, especialmente cuando se trata de grandes conjuntos de datos; b)
consistencia, en la medida en que puede garantizar un criterio idéntico en la codifica-
cién, frente a los sesgos y errores humanos; c¢) andlisis de patrones, al identificar re-
laciones en los datos que podrian ser dificiles o imposibles de detectar manualmente.

3. Herramientas basadas en LLM usadas para la
codificacion en andlisis cualitativo

A continuacion, en el cuadro 1 se muestran algunos ejemplos recientes de estudios
(primera columna) en los que se procede a analizar el uso de LLM como medio para la
codificacién cualitativa; se alude al tipo de codificacién empleada, si inductiva deduc-
tiva (segunda columna); al tipo de LLM en el que se explicita o no el uso de fine-tuning
(ajuste fino o posterior del modelo) partiendo del sistema zero-shot (como se decia, la
ingenieria de prompts facilita el afinamiento en los resultados obtenidos en la codifica-
cibn a través de la practica de disefiar y optimizar instrucciones o consultas [prompts]
para obtener respuestas mas precisas, relevantes y utiles de modelos de lenguaje,
como también se ha indicado) (tercera columna); si la comparacion del estudio se da
entre diferentes LLM o entre LLM y humanos, habitualmente expertos/a (cuarta colum-
na); se aporta informacién sobre si se ha generado alguna herramienta propia o alguna
metodologia especifica, y la sexta al LLM concreto utilizado para la codificacién (quinta
columna); y se indica qué modelo especifico se ha utilizado (sexta columna).

Cuadro 1
Uso de LLM en codificacion cualitativa segun criterios de codificacién, comparacién,
herramientas y modelo LLM

Tipo de Ajuste y Herramienta (app) s
Fuente  _4ificacion de LLM Comparacién o me’rodologlg LLM utilizado

Metodologia. LACA, Anélisis de
Contenido Asistido por LLM,

Zero-shot lfine- por sus siglas en inglés. Cédigos
Chew et ol Deductiva  tuning mei'\an‘re Con humanos a_cceswb\es en F\g_share: hitps:// GPT 3.5
(2023 rompts) figshare.com/articles/dataset/
prompis LLM-Assisted_Content_Analy-
sis_LACA_Coded_data_and_mo-
del_reasons/23291147
FLAN -5 (Small
Base, Large, XL,
Ziems et al. ) XXL), FLAN UL-2,
2024) * Inductiva Zero-shot Entre modelos n/c GPT (3.5, 4), ada-

001, babbage-001,
curie-001, davin-
¢i-001, 002, 003
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Tipo de Ajuste o2 Herramienta (app) "
Fuente  _4ificacion de LLM Comparacién s me’rodologlg LLM utilizado
Se compara resul-
tado del modelo  Metodologia CHALET (Collabo-
sin colaboracion  rative Human-LLM Analysis for
Meng ef Deductiva/ Zero-shot humanay con  Empowering Conceptualizationin ~ GPT-4-1106-
al. (2024) inductiva €ro-sho colaboracién  QualiTative Researcﬁ). Se trata de preview
humana (en codifi- una herramienta metodoldgica sin
cacién deductiva e software especifico
induictiva)
. Deductiva/
Dunivin P Entre modelos/
(2024) igﬁl;:rsﬂj(ej Zero-shot Con humanos n/c GPT3.5y4
Xiso et al. . Zer_o—shofgﬁne—
2023 Deductiva  tuning mediante  Con humanos n/c GPT 3
prompts)
) Software. QualiGPT, software
Zr?;g;i) Dlet(jjuc:_va/ Zero-shot %OP humzn?s/ open-access: https://github.com/ GPT—43y5C\aude
o noucive fire mogelos KindOPSTAR/QualiGPT -
Software. A2C [Argument2Code),
Zhao ef a Zero-shot (fine- ¢ 1losn SOftware disenado para aprovechar
: Inductiva tuning (FT) me- las capacidades de los LLM para  Llama-2-13BChat
(2024) X FTycon FT ’ P
diante prompts) mejorar el proceso de anélisis cua-
litativo de datos (no open-source)
Zero-shot (se Sﬁ cdomzaran .
Taiefal analizan efectos res[xj al Of] evspues
olel al. Deductiva de iteraciones ., O€ 95 NUEves n/c GPT 3.5
(2024) desoués de  Iferaciones (160) a
rgm s partir de mismos
promp textos de muestra
Arlinghaus
etal. Inductiva Zero-shot %OP humzm?s/ n/c GPL—éggibo
(2024) ntre modelos an -40|
Daietsl ~ Deductiva/ In- Sriﬁqrispggorggp_ Metodologia. Se ofrece codigo
" ductiva (analisis P o Con humanos en: https://github.com/sjdai/ GPT 3.5
(2023 o de discusion
temético) (frame discussions| LLM-thematic-analysis
Qiso ef ol LLM multisgentes Comparacion en-  Software. Thematic-LM. Codigos
(2025 : Inductivo  (coders, aggrega- tre LLM (uniagente  en open-source: https://github. GPT-4
fors y reviewers)  y multiagentes]  com/sjdai/LLM-thematic-analysis
Software. Mindcoder. En https://
mindcoder.ai
Se ‘rraf/a de Herramienta que pretende cerrar
Gaoetfal un arficulo la brecha entre las herramientas de
(2025) : Inductivo descriptivo del n/c IA profesionales (Atlas Ti, N Vivo) y GPT-4
funcionamiento los modelos de lenguaje conversa-
de Mindcoder cionales (Claude o Chat-GPT). App
sin codigo disponible (derechos
reservados)
Describen dos
Brvda et al esfrategias para
)4 * Inductivo Zero-shot la codificacion: n/c GPT-4
(2024)
generativa y
léxico-semantica
Yang ef al. _ Zero-shot (fine-
(2075) Inductivo tuning (FT) me- Con humanos n/c GPT-4
diante prompts)
Zero-shot (fine- Metodologia. Pueden obtenerse
Mathis et Inductivo funing (FT)me-  Con humanos codigos en: https:/ /www.scien-  Llama 2- 70B-Ins-
al. (2024) 9 cedirect.com/science/article/pii/  truct (open-access)

diante prompts)

501692607240034932via%3Dihub

Fuente: elaboracion propia.
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Dadas las pretensiones aplicadas de este articulo, se aludiré a los casos de herra-
mientas especificas de software que se proponen para la codificaciéon cualitativa
(que aparecen en la penultima columna) y a través de las cuales se aplica el LLM
(que aparece en la Gltima columna). Por tanto, excluimos de este repaso (cuadro
2) herramientas como LACA (Chew et al., 2023) o CHALET (Meng et al., 2024), que
son enfoques metodoldgicos que integran LLM, como ChatGPT, en el proceso de
codificacion deductiva (LACA) o deductivo/inductivo (CHALET) en investigaciones
cualitativas.

QualiGPT (Zhang et al., 2024) es una herramienta basada en modelos de lenguaje
(como ChatGPT), disefiada para apoyar el andlisis cualitativo de datos. Si bien Qua-
liGPT carece de software independiente, ya que usa la interfaz de ChatGPT (o, me-
diante GitHub, permite instalacién en local en entorno Python), se trata de un en-
foque personalizado que utiliza modelos de lenguaje (como ChatGPT) configurados
especificamente para el analisis cualitativo, basado en métodos como codificaciéon
inductiva y deductiva y en principios de investigacién cualitativa como teoria fun-
damentada, andlisis tematico y codificacion reflexiva. Se trata de una herramienta
orientada por los principios de transparencia y reflexividad, ya que ofrece justifi-
caciones de codificacién, reflexiones analiticas y trazabilidad de decisiones. Otras
caracteristicas destacables son su rapidez y agilidad, con la velocidad de andlisis de
ChatGPT para generar cédigos y temas en minutos o segundos, o la existencia de
flujos automatizados, lo que reduce el tiempo de configuracién manual o la inclu-
sién de plantillas de prompts inspiradas en investigaciones por pares.

Mindcoder (Gao et al., 2025) es una aplicacién web disefiada especificamente para el
analisis cualitativo cuyo objetivo principal es automatizar y facilitar el proceso de
codificacion cualitativa, proporcionando una herramienta accesible para investiga-
dores sin necesidad de conocimientos de programacion. A través de la interfaz web
interactiva intuitiva y accesible, pretende cerrar la brecha entre las herramientas
de IA profesionales (Atlas Ti, N Vivo) y los modelos de lenguaje conversacionales
(Claude o Chat-GPT). Utiliza cadenas automatizadas de razonamiento basadas en
la técnica de Chain-of-Thought Prompting, que permite realizar analisis cualita-
tivos estructurados en pasos como: reprocesamiento de datos, codificacién abierta
automatica, codificacién axial automatica, desarrollo conceptual y generacién de
informes.
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Cuadro 2
Nuevas herramientas de software que usan LLM para la codificacion cualitativa segin
criterios mencionados

Herramienta ; Cédigo
software Entradas Salidas Interfaz sbierfo Fuente web
Formatos csv. chatgpt.com/g/g-
QualiGPT " Puede generar tablas, Interfaz de ChatGPT ) HtBvI9uXe-qualigpt
formatos de P : A - Si, bajo licen- .
Zhang et al., resimenes o listas de OpenAl) o instalacion : github.com/
J Excel y de texto R cia MIT
2024) py\amo cédigos local en Python KindOFSTAR/
QualiGPT
Genera cuadros con
Mindcoder clusteres, etiquetas de ¢ . Iataf No, gs una
(Gao et al Formatos .txty codiaos, conceptusli- Interfaz propia en platafor-  web con mindcoder i
2025) ! docx zac'\é% y /represegfaciof ma online rgfer?vc:dogs .
nes visuales
Formatos .csv, Cddigos teméticos, .

Thematic-LM .json (con opcio- libros de cédigos, asig— dSee e#gcg‘;qeaz%?igﬁso github.com/sjdai/
(Qiaoetal,  nes para definir nacién a fragmentos de ] P Tg Nof ‘b k St LLM-thematic-
2025 comportamiento entrada, mapa temético /oPYTET INOTEDOOKS © analysis

P P directamente en Python 4
de los agentes| e informe esfructurado v
No tiene interfaz espe-
Argument2Co- cifica, sino que es un
de (Zhao et al,, n/c n/c conjunto de herramientas No n/c
2024 que se integra en un flujo

de trabajo existente

Fuente: elaboracién propia.

Thematic-LM (Qiao et al., 2025) es un sistema de analisis tematico computacional
disefiado para realizar andlisis tematicos que asigna tareas especializadas a cada
agente (un componente del sistema), como la codificacién, la agregacion de cédigos
y el mantenimiento y actualizacién del libro de cddigos, lo que permite un anali-
sis mas eficiente y escalable (maneja grandes volimenes de datos sin perder rendi-
miento). Esté disefiado para investigadores/as con conocimientos en programacion
y acceso a APIs de LLM, ya que la persona usuaria debe ejecutar scripts y configurar
los parametros manualmente. Esto implica: a) preprocesar los datos; b) definir como
se invocan los agentes (por ejemplo, codificador, agregador); ¢) especificar como se
almacenan y visualizan los resultados.

Argument2Code (Zhao et al., 2024) es un sistema automatizado avanzado disefiado
para generar libros de c6digos inductivos y extraer temas emergentes sin necesidad
de un marco tedrico predefinido mediante un proceso de multiples etapas que em-
plea técnicas de «chain-of-thought prompting» (cadenas de razonamientos) como
técnica que guia al modelo a través de una serie de pasos légicos para mejorar la co-
herencia y profundidad en la generacién de c6digos. Este enfoque permite una explo-
racién mas abierta y flexible de los datos, facilitando la identificacién de patronesy
conceptos clave directamente desde el contenido analizado.

En fin, el uso de LLM en la codificacién cualitativa ha dado lugar a una variedad de

enfoques y herramientas que aportan automatizacién y, por tanto, una inusitada agi-
lidad al analisis cualitativo. En particular, las herramientas software como QualiGPT,
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Mindcoder y Argument2Code muestran un esfuerzo creciente por integrar capacida-
des avanzadas de los LLM en entornos accesibles y metodolégicamente informados.
Sin embargo, otras herramientas como Thematic-LM presentan mayor complejidad
técnica para su implementacion a pesar de tratarse de un software de c6digo abierto.
De algunas herramientas, como Argument2Code, carecemos de suficiente informa-
cién al no ofrecer interfaz web o de escritorio ni facilitarse el cdédigo en abierto. En
definitiva, en general, estas herramientas apuntan hacia una transformacién sig-
nificativa de los procesos de codificacién, planteando oportunidades, pero también
retos, en términos de transparencia, control humano e interpretacion critica, como
se mencionara a continuacion.

4. Los desafios de los LLM

El uso de los LLM en la investigacion cualitativa ha suscitado un creciente interés, al
tiempo que plantea importantes desafios metodoldgicos, éticos y epistemoldgicos.
A medida que estas herramientas se incorporan a los procesos de andlisis de datos,
es fundamental reflexionar criticamente sobre sus limitaciones, especialmente en lo
que respecta a la transparencia de sus operaciones, la fiabilidad de sus resultados y
el impacto potencial de los sesgos que pueden arrastrar desde sus conjuntos de en-
trenamiento. Diversos autores han advertido que, si bien la generativa puede ofrecer
soluciones innovadoras para la automatizacion de tareas y la exploracién de patrones
en grandes volimenes de datos, su aplicacién exige cautela, tanto por la posibilidad de
reproducir sesgos sociales y culturales como por los dilemas éticos vinculados a la pri-
vacidad de los datos y a la replicabilidad de los hallazgos. A continuacion, se presentan
algunas de estas limitaciones, sefialadas por distintas investigaciones recientes.

Morgan (2023) sefiala algunos problemas del uso de la IAG para el andlisis cualita-
tivo. El primero, los sesgos racistas, sexistas o de otro tipo que se producen debido
a limites potenciales en el conjunto de entrenamiento de la IA a través de internet
(lleno de sesgos racistas o sexistas y de todo tipo). Por ejemplo, los desarrolladores de
ChatGPT han descrito sus considerables esfuerzos para capacitar al programa para
detectar este tipo de sesgos y excluirlos tanto de las consultas que acepta como de
las respuestas que proporciona, lo que idealmente podria sortearse con una correcta
formulacion de las preguntas. Sin embargo, también advierte que es necesario con-
templar la posibilidad de que esa lucha contra esos sesgos podria ser problematica
cuando el objeto sea precisamente identificar esos sesgos, lo que resulta frecuente en
la investigacién cualitativa.

Una segunda limitacién es su capacidad para producir respuestas sin sentido, un
proceso que a veces se ha descrito como «alucinacién» (Lakshmanan, 2022). Como
advierte la propia herramienta cuando se le pregunta en este sentido por su tenden-
cia a la prediccién probabilistica del lenguaje, «el modelo genera respuestas basadas
en la probabilidad de que una secuencia de palabras sea coherente y relevante, pero
no necesariamente correcta (ya que) este enfoque probabilistico prioriza la fluidez y
la coherencia en lugar de la exactitud factual» (ChatGPT, v.4 2024).
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Un tercer problema tiene que ver con cuestiones éticas, especialmente relacionadas
con el acceso a datos privados, incluso para el entrenamiento de los modelos (Mar-
shall et al., 2024; Head et al., 2023). Por tanto, a menos que los datos sean lo sufi-
cientemente anonimizados, la reutilizacién de los datos de los participantes podria
amenazar su privacidad. Ademas, si bien no hay evidencia de que el contenido de
ChatGPT o de cualquier otra IA similar haya sido amenazado alguna vez, no se asegu-
ra la proteccién de la privacidad en algan posible escenario (Morgan, 2023).

Meng et al. (2024) consideran algunos desafios ante los que QualiGPT estaria respon-
diendo de forma satisfactoria:

a. Falta de transparencia. La naturaleza de «caja negra» de los LLM dificulta que
se comprenda como procesa los datos, para lo que resulta indispensable mejo-
rar la interpretabilidad y la transparencia.

b. Problemas de consistencia y comprension del contexto. Las respuestas pueden
variar y es dificil mantener la coherencia en didlogos de multiples turnos, por lo
que prompts estructurados y precisos pueden mejorar la consistencia.

c. Dificultad en el disefio de prompts. Crear prompts efectivos requiere mucho
tiempo y carece de un enfoque estandarizado y QualiGPT simplifica este proce-
so mediante prompts predefinidos.

d. Dificultades en la comprension de las respuestas del LLM (ChatGPT, en este
caso), por lo que se pueden disefian prompts que estandaricen las salidas para
mejorar la legibilidad.

e. Privacidad y seguridad de los datos. En la era digital, la privacidad de los datos
es una preocupacion fundamental, especialmente al utilizar modelos de len-
guaje y existen riesgos significativos de filtracién de datos sensibles, como lo
han demostrado incidentes histéricoss.

Meng et al. (2024) menciona la necesidad de introducir una adecuada «ingenieria de
prompts» (prompt engineering) en los LLM que procedan a la codificacién cualitativa.
El cofundador de Open-Al, Greg Brockman, definié la «ingenieria de prompt como el
arte de comunicarse elocuentemente con una IA»°. Rossi profundiza en el problema de
los prompts en la produccién y replicabilidad de los resultados. Comienza describiendo
laingenieria de prompts como «un proceso de ajuste necesario para obtener las mejores
salidas o respuestas del LLM» (2024, pp. 155-156) y contin(ia cuestionando la asuncién
de que, con el mismo prompt, se producirian los mismos o datos similares en el futuro.
Asi pues, la inestabilidad de las salidas es una caracteristica generalizada en el uso de
los LLM, dado que los datos generados varian por pequefios cambios en la redacciéon
de los prompts, incluso varian con el mismo prompt utilizado en diferentes momentos.

Una linea que queda definitivamente abierta es la posibilidad de que en el futuro
puedan desarrollarse LLM especificamente disefiados, entrenados y optimizados
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para la investigacion (Bail, 2024). Y en este sentido sefialan que los modelos de len-
guaje de codigo abierto son la mejor alternativa (Spirling, 2023) al ofrecer mayor
transparencia, mejor control y la posibilidad de ser entrenados con datos especifi-
cos para la investigacion.

En este sentido, un inconveniente serio para la utilizacién de estos sistemas es lo
escasamente amigables que resultan para aquellas/os socidlogas/os o investiga-
dores sociales con escasos conocimientos computacionales. Si bien es cierto que
se ha tratado de sortear este inconveniente a través de algunas guias practicas de
uso «paso a paso» de LLM (Torberg, 2023), la integraciéon del uso de estos modelos
en interfaces de mas facil uso para la investigaciéon cualitativa podria ser de gran
utilidad.

Por ultimo, conviene mencionar algunas consideraciones de indole practica que
aportan autores como Marshall et al. sobre la prudencia con que se adopta cual-
quier nueva tecnologia y los efectos sobre las publicaciones de articulos: «[...] ha-
bra algunos que optaran por esperar para adoptar su uso y estas personas seguiran
siendo revisores de revistas académicas o arbitros de propuestas presentadas en
conferencias académicas, y eso seguira impactando a los investigadores cualitati-
vos [...] los resultados de nuestra encuesta sugieren que muchos revisores [...] seran
menos propensos a aceptar un articulo que describa una investigaciéon que utiliza
IA» (2024, p. 98), como efecto no deseado en este proceso aqui descrito.

En resumen, las principales limitaciones de la IA vienen en el sentido de su inca-
pacidad de interpretar el significado subyacente de los datos, lo que requiere una
comprension profunda del contexto y la teoria; los sesgos, que la IA puede contri-
buir a perpetuarlos en lugar de a solventarlos; la falta de transparencia, ya que la
IA no puede explicar su proceso de decision, lo que puede generar preocupaciones
sobre la transparencia y la rendicién de cuentas.

5. Elrol de la persona investigadora respecto a los LLM

Aunque los LLM pueden procesar el lenguaje con una fluidez impresionante a tra-
vés del acceso a vastos repositorios de informacién, carecen de comprensién ge-
nuina, autoconciencia o la capacidad de razonar sobre el mundo como lo hacen los
humanos (Mitchell, 2023). Precisamente por ello, el juicio, la interpretacién cri-
tica y la experiencia humana siguen siendo fundamentales para guiar y validar la
investigacién asistida por LLM. En términos parecidos, Jiang et al. (2021) sefialan
que, sibien los participantes luchan con el desorden y la incertidumbre del analisis
cualitativo, también quieren la plena autonomia del proceso e insisten en que la IA
no se la debe arrebatar.

Si bien se asume que la relacién debe ser de complementariedad, esto no impide

que deba reconceptualizarse el rol investigador. Se estima que la persona investi-
gadora debe centrarse en reflexionar criticamente a partir de los analisis compu-
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tacionales (Li et al., 2024) y debe seguir siendo quien dé sentido a la informacioén,
evaluando las sugerencias del modelo a la luz de su conocimiento disciplinario y
de las realidades empiricas en estudio. En este sentido, Christou (2023) propone
una relacién basada en principios de precision, fiabilidad, justificacion y ética, asegu-
rando la participacién activa de los investigadores con sus habilidades cognitivas
evaluativas para monitorear, documentar procesos y alcanzar conclusiones. Por su
parte, Schreder et al. (2025), a partir de los discursos recabados por investigadores
cualitativos familiarizados con los LLM, apuntan a la necesidad de herramientas
que faciliten, entre otras cuestiones, el proceso de codificacién, aunque asistiendo
de manera intensamente reflexiva en dicho proceso.

Siguiendo a Christou (2023), cabe realizar una serie de advertencias sobre cdmo
la persona investigadora debe intervenir en el proceso de relacién con los datos:
a) familiarizarse completamente con los datos para comprenderlos en su totali-
dad e identificar cualquier sesgo o preconcepcion inherente; b) garantizar datos de
entrenamiento diversos y no sesgados e implementar medidas de transparencia y
responsabilidad; c¢) cualquier contenido producido por la IA debe verificarse me-
diante referencias cruzadas para garantizar su precision y credibilidad; d) revisar
minuciosamente los resultados antes de llevar a cabo cualquier discusién teérica o
conceptual; e) participar activamente utilizando su conocimiento previo y extenso
sobre el fendmeno en estudio.

En este contexto, cabe plantearse la pregunta relevante de cdémo deben ser las he-
rramientas que se propongan a los y las investigadores/as. En este sentido, Schre-
der et al. (2025) sefialan que las herramientas que usen LLM deben disefiarse con-
forme determinadas claves que pueden visualizarse en el cuadro 3.
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Cuadro 3

Disefio de herramientas LLM seqgdn finalidad, siguiendo a Schreder et al. (2025)

Privacidad de los
participantes

Para un uso intencional

Para mayor
fransparencia y
validacion

Para una interaccién
profunda con los datos

Més herramientas que
faciliten el alojamiento local,
la personalizacion y el ajuste
fino de modelos de cédigo
abierto.

Control sobre cudndo
y cémo son asistidos o
influenciados por IA.

Posibilidad de evaluar el
rendimiento de manera
fransparente.

Favorecer herramientas
basadas en LLM que
fortalezcan su relacion con
los datos (en lugar de que se
distancien).

Cédigo abierto como posible
solucién a problemas de
privacidad y para mayor
control y transparencia.

Flexibilidad e interactividad.
Los LLM basados en chat
permiten, pero actualmente
no apoyan el uso infencional
para tareas especificas en el
proceso de investigacion.

Para el enfoque positivists,
son Utiles funciones que
garanticen la reproducibilidad
de los resultados, la fiabilidad
entre evaluadores y el andlisis
de errores en la anotacion.

Preocupacion por el
rendimiento variable de los
LLM en diferentes contextos,
dominios de conocimiento,
culturas e idiomas.

Las herramientas deben ser
explicitas sobre sillaman

a APls externas, cudndo y
cémo.

Las herramientas deberian
disefiarse para guiar a los
usuarios a seleccionar de
manera infencional los usos
apropiados de los LLM.

Incluir funciones para
comprender o analizar los
resultados y sugerencias.

LLM como una forma de
generar enfoques mas Unicos
para comprender los datos,
ayudandolos a examinar o
desafiar sus teorias existentes
con la evidencia directa de
los datos.

Deber de informar a los/as
usuarios/as, antes de cargar
datos, sobre cémo manejan
la privacidad: cémo pueden
anonimizar los datos, cémo
eliminar los datos; aclarar si
los insumos se utilizan para
enfrenar modelos.

Las herramientas deberfan
ofrecer funciones

que permitan a los
investigadores/as desarrollar
sus propias idess.

Disefiar considerando las
erspectivas e infereses de
os participantes.

Ofrecer la opcion de utilizar
modelos que reflejen mejor
un grupo objetivo.

Posibilidad de incorporar

su propio confexfo al
realizar andlisis, incluyendo
experiencia previa, los textos
que influyen en su trabajo y
las teorias.

Elaboracion propia.

Después de analizar en profundidad diversos modelos LLM, entre ellos FLAN-5 (en
diversas versiones) y Chat-GPT (en versiones 3y 4), Ziems et al. (2024) concluyen
que estos modelos pueden mejorar, pero no simplemente reemplazar los procesos
tradicionales y plantea una serie de recomendaciones que van en el sentido de: a)
mejorar el proceso de etiquetado de datos, especialmente cuando se manejan grandes
volimenes de datos; b) flexibilidad para modificar y adaptar el modelo a las necesi-
dades especificas de la investigacién, asegurando el control sobre las implicaciones
éticas; c) priorizar fidelidad, relevancia, coherencia y fluidez optando por modelos
mas grandes ajustados a instrucciones que hayan aprendido las preferencias huma-
nas; d) optar por LLM de cédigo abierto para clasificacién, en lugar de depender de
modelos propietarios o cerrados.

Sobre la importancia de las herramientas de cédigo abierto, Van Dis et al. (2023)
sefialan que uno de los problemas mas acuciantes a los que se enfrenta el uso de los

206



DEBATE: Més allé del big data: IA generativa y LLMs
como nuevas tecnologias digitales para el analisis de la realidad social https://doi.org/10.54790 /rccs. 176

LLM por parte de los investigadores es el cuasi-monopolio tecnolégico en el que
operan los LLM que tienden a ser productos patentados por un pequefio nimero
de grandes empresas tecnoldgicas que cuentan con los recursos necesarios para su
desarrollo de IA, lo que plantea preocupaciones éticas considerables (ibid.), espe-
cialmente relacionadas con la falta de transparencia, dado que «las empresas tec-
noldgicas podrian ocultar el funcionamiento interno de sus IAs conversacionales»,
lo que «va en contra del movimiento hacia la transparencia y la ciencia abierta,
dificultando la identificacion del origen de la informacién [...]», haciéndose nece-
sario «el desarrollo e implementacién de tecnologia de IA de cédigo abierto» (ibid.,
p. 225).

En definitiva, el uso de LLM en la investigacién cualitativa exige un equilibrio cui-
dadoso entre automatizacién y control humano, eficiencia y reflexién, asistenciay
autonomia. Por tanto, es crucial reconocer el papel activo del investigador/a como
codificador/a, incluso en entornos con LLM, para evitar la ilusién de automatiza-
cion total o de neutralidad algoritmica. Las herramientas basadas en IA no deben su-
plantar el juicio del o la investigador/a, sino acompafiarlo en un proceso riguroso,
ético y transparente. Tal como apuntan las investigaciones revisadas, el desarrollo
de estos sistemas debe estar guiado por principios de apertura, contextualizaciony
disefio centrado en el usuario, asegurando que la tecnologia amplie —y no limite—
las capacidades interpretativas, analiticas y creativas de quienes investigan.

6. Ciencia abierta, LLM e investigacién cualitativa en Social
Verbatim

Se ha dicho que, tanto en el ambito de las ciencias sociales como en otros muchos,
la IAG abrira «caminos revolucionarios para la razén humana muy distintos a los
de la ciencia de la ilustracién que se abri6 paso a través de lalégica de la inducciény
acumulacion paciente de evidencias» (Peters et al., 2023, p. 832), de modo analogo
a como lo hizo la imprenta de Gutenberg (Kissinger et al., 2023). Y esto ocurre en la
medida que emplea métodos que generan resultados «sin explicar por qué o como
funciona su proceso [...] basandose en representaciones pregeneradas de los vastos
océanos de datos en los que fue entrenado» (Peters et al., 2023, p. 832).

Asi, pues, los limites en transparenciay replicabilidad constituyen unos de los desa-
fios mas notables de la relacién entre ciencia e IA. De manera analoga, la investiga-
cién cualitativa ha tendido a adolecer de ciertas limitaciones en este sentido (Jiang
et al., 2021). Por ejemplo, respecto a la transcripciéon, Macmullin (2023) encontré
que el 41% de las investigaciones analizadas omitian absolutamente la transcrip-
cién (aun habiendo sido realizada), el 11% se referian a que se habian obtenido las
transcripciones, pero ignoraban el modo en que se habia producido el proceso y el
19% recogian una sencilla frase que advertia que «las entrevistas fueron grabadasy
transcritas». Nascimento (2019) afirmé que los estudios cualitativos (en este caso,
sobre gestion) no suelen abundar en el modo de la transcripcién mas alla de una
simple frase que dice que «las entrevistas fueron transcritas».
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Las limitaciones, no siempre imputables a un pretendido distanciamiento de la tra-
dicién positivista, han tratado de ser contrarrestadas mediante propuestas de un
mayor rigor, la fiabilidad y la validez de este tipo de analisis, y en este contexto la IA,
que se esta viendo como «como una opcién para apoyar a los académicos cualitativos
con su investigacion» (Jiang et al., 2021, p. 94), supone un nuevo desafio.

En particular, resulta esencial avanzar en el sentido de explicitar la caja negra para
dar a conocer cémo funciona su proceso de los LLM. Wang et al. (2019), que pregunta-
ron a investigadoras/es en cualitativo, reiteraron la importancia de la transparencia
de laIAvy Yang et al. (2019) propusieron la idea de una «IA sin complicaciones», ba-
sandose en laidea de que interaccién con los humanos deberia tener el nivel adecuado
de «normalidad» que incluiria precisamente conocer las motivaciones de su accion.

Un ejemplo de como es posible explicitar el funcionamiento de la caja negra proviene
del mundo de la medicina. IBM Watson Health’ es un sistema de inteligencia artificial
aplicada en el diagnéstico médico. Aunque la IA que emplea Watson para el analisis
de datos médicos es compleja, los médicos pueden obtener explicaciones detalladas
de cémo la IA llegb a una conclusion o recomendacién, proporcionando las razones
detras de sus diagnosticos, argumentos, incluso el contexto o qué datos o sintomas
fueron mas relevantes para llegar a una conclusién. De forma andloga, deberiamos
disponer en ciencias sociales de instrumentos capaces de hacer lograr que la IA se
convierta en una herramienta confiable y complementaria en lugar de una caja negra
dificil de interpretar.

Resulta, por tanto, un reto sugerente avanzar en esta direcciéon de combinar el uso de
tecnologias que faciliten la agilidad en los procesos de la investigacion cualitativa con
el maximo rigor, control (humano) y transparencia en la investigacién cualitativa y
en los procesos que utilice (por ejemplo, relacionados con el empleo de LLM). Como
se mencionaba en la introduccién, en Social Verbatim se presentan algunas posibi-
lidades de utilizacién de la IA para afrontar de manera practica estos desafios que
nos permitan avanzar hacia un modelo de ciencia abierta en investigacién cualitativa
(Breznau, 2021).

La herramienta Social Verbatim se desarrolld a partir de un estudio sistematico basado
enlasaportaciones recabadas mediante entrevistas realizadas en el marco de lainvesti-
gacion «CS-transcribe: Investigacién de Necesidades y Desarrollo de una Herramienta
Digital de Transcripcion para las Ciencias Sociales» a tres perfiles de potenciales usua-
rios y usuarias: investigadoras/es, transcriptoras e investigadoras-transcriptoras. En
total, se realizaron 15 entrevistas individuales en las que participaron 11 mujeres y 4
hombres, incluyendo 7 investigadoras/es (4 mujeres y 3 hombres), 5 investigadoras/
es-transcriptoras/es (4 mujeres y un hombre) y 3 transcriptoras (mujeres).

Estas entrevistas se realizaron a partir de una primera versién demo de la herramien-
ta que incluia funcionalidades que fueron ampliadas, de acuerdo con las orientacio-
nes facilitadas a través de las entrevistas, en una version beta de la aplicacién, en la
que se contaba con las siguientes caracteristicas:
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Plataforma online con transcripcién automatica de videos o audios, y con posi-
bilidad de transcripcién manual.

Interfaz para insercién de acotaciones de comunicacién no verbal mediante
iconos.

Experiencia de usuario/a (UX) que da prioridad en la agilidad de revision/
correccion.

Funcionalidad de anonimizacién de datos.

Interfaz para la codificacion.

Deteccién automatica de silencios y ausencias de palabras y marcas automati-
zadas de tiempo.

Herramientas que ayudan al trabajo colaborativo de los equipos.

Orientacion a la gestion del proyecto, con informacién especifica de cada trans-
cripcion (transcriptor, estado de evolucion...).

Interfaz de pedales de transcripcién para una experiencia mas fluida y ergon6-
mica en la revisién y en la transcripciéon manual.

Interfaz de informes que incluyen listado de verbatims, estadisticas, graficos y
nubes de palabras y de codigos.

Sistemas de importacién y exportacion flexible: entraday salida de datos segin
necesidades de trabajo (como Atlas.ti o NVivo).

En relacion con el seguimiento del paradigma de ciencia abierta, Social Verbatim
aporta aspectos como los siguientes. En primer lugar, permite el acceso de cual-
quier usuario/a al contenido de una transcripcién citada en un articulo, asi como a su
fuente sonora (y visual, en su caso), una vez que la informacién ha sido debidamente
anonimizada (omitiendo referencias que permitan la identificaciéon y proporcionan-
do voces y, en su caso, imagenes distorsionadas para que resulten irreconocibles).
Esto permitira que la persona usuaria pueda entrar en la caja negra del proceso de
transcripcién y compruebe cémo se ha efectuado dicha transcripcién identificando
posibles inconsistencias en el proceso que pueda afectar a los resultados. En segundo
lugar, se permite el acceso de cualquier usuario/a al proyecto de transcripcion para
tener informacién de conjunto o informacién mas precisa sobre aspectos descripti-
vos de las personas entrevistadas (esto siempre que, a juicio de los/as investigadores/
as, haga posible la preservacién de la privacidad) a través de un sistema previamente
anonimizado?® y de navegacion agil®.

En la siguiente fase de desarrollo de Social Verbatim, nos disponemos a avanzar en
la introduccién de LLM en el proceso de codificacién y analisis de los resultados, si-
guiendo las premisas que se indican a continuacién y que se sostienen en el para-
digma de la ciencia abierta. No obstante, en el caso de la investigacién cualitativa,
avanzar en este paradigma encuentra un posible factor de colisién que se refiere a
la indispensable necesidad de proteger la privacidad de los participantes (Gémez et
al., 2025), ademas de las mencionadas dificultades relacionadas con la «oscuridad
del algoritmo» que pretendemos minimizar a través de las siguientes estrategias:
a) incorporacién de LLM de cédigo abierto para ofrecer informacién del proceso de
andlisis; b) interfaz que permita la trazabilidad de los prompts introducidos en el de-
sarrollo del analisis; c) supervision y revision activa de la persona investigadora en
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el proceso de codificacion, andlisis y ofrecimiento de feed-back a la herramienta para
redefinir los criterios de andlisis; d) introduccién de elevados estandares de priva-
cidad en la gestién de la informaciéon con independencia del tipo de usuario/a (pre-
mium o usuarios/as en general); e) en relaciéon con las recomendaciones ofrecidas
por Schreder et al. (2025, p. 1) flexibilidad e interactividad, superando el problema de
que los LLM basados en chat permiten, pero actualmente no facilitan, el uso intencio-
nal para tareas especificas en el proceso de investigacion; 2) interfaz con funciones
que permitan a los investigadores/as desarrollar sus propias ideas, ofreciendo una
interfaz que fortalezca la relacion de la persona investigadora con los datos (en lugar
de distanciarlos).

7. Conclusiones

La revision teérica sobre el uso de Modelos de Lenguaje de Gran Escala (LLM) en la
investigacion cualitativa ha permitido identificar avances significativos y desafios
persistentes en este campo. La arquitectura de Transformers y el avance del hard-
ware, especialmente las GPU y TPUs, han sido fundamentales para el desarrollo de
los LLM, permitiendo procesar grandes volimenes de texto de manera eficiente. En
este sentido, herramientas como QualiGPT, Mindcoder y Thematic-LM han sido di-
sefiadas para facilitar el andlisis cualitativo, proporcionando interfaces intuitivas y
funcionalidades avanzadas para la codificacién y el analisis de datos, mediante el
mejor aprovechamiento de la llamada ingenieria de prompts para optimizar las en-
tradas a los modelos y obtener respuestas mas precisas y utiles.

Sin embargo, la falta de transparencia y la naturaleza de «caja negra» de los LLM
plantean desafios significativos, por lo que resulta crucial mejorar la interpretabi-
lidad y la transparencia de estos modelos para que los investigadores puedan com-
prender y confiar en los resultados. Ademas, se ha aludido a los sesgos inherentes en
los datos de entrenamiento que pueden perpetuar prejuicios sociales y culturales, asi
como a la privacidad y la seguridad de los datos como preocupaciones fundamentales
que garanticen que los datos utilizados para entrenar y operar los LLM estén adecua-
damente anonimizados y protegidos.

Por su parte, a pesar de los avances tecnolégicos, los LLM deben ser vistos como he-
rramientas complementarias que apoyan, pero no reemplazan, el juicio y la inter-
pretacion y analisis humano. Las personas investigadoras deben estar activamente
involucradas en el proceso de codificacién y andlisis, utilizando su conocimiento dis-
ciplinario para guiar y validar los resultados generados por los LLM.

La integraciéon de LLM en herramientas como Social Verbatim espera contribuir a
una investigacion cualitativa abierta y rigurosa en la medida en que estas herramien-
tas faciliten la trazabilidad de los procesos y la transparencia en la gestiéon de datos.
Social Verbatim surge, de hecho, como una propuesta que, mas alla de automatizar
tareas, busca acompafiar a las y los investigadores en la construccién de practicas
cientificas mas abiertas y rigurosas, facilitando el acceso y revision de cada paso en
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la gestion y analisis de datos cualitativos, avanzando hacia un ecosistema de inves-
tigacién en el que la colaboracién humano-maquina no solo sea eficaz, sino también
comprensible y verificable.

En resumen, los LLM representan una oportunidad significativa para mejorar la efi-
ciencia y profundidad del analisis cualitativo, pero su implementacién debe ser cui-
dadosamente gestionada para abordar los desafios metodolégicos, éticos y episte-
moldgicos. La colaboracién humano-maquina, la transparencia y la ciencia abierta
son principios fundamentales para avanzar en este campo.

8. Financiacion

«CS-transcribe: Investigacion de Necesidades y Desarrollo de una Herramienta Di-
gital de Transcripcién para las Ciencias Sociales» (TED2021-131729B-100) es un pro-
yecto financiado por MCIN/AEI y por la Unién Europea, Next Generation (PRTR). IPs:
Juan Miguel Gémez Espino y Carles Xavier Sim6 Noguera.
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Notas

1 Esta publicacién forma parte del Proyecto de I+D+i «CS-transcribe: Investigacién de Ne-
cesidades y Desarrollo de una Herramienta Digital de Transcripcién para las Ciencias So-
ciales», ref. TED2021-130903B-100, financiado por el Ministerio de Ciencia, Innovacién y
Universidades, por la Union Europea NextGenerationEU/PRTR, Agencia Estatal de Investiga-
€i6n/10.13039/501100011033

2 Elacceso alaapp se hace a través de app.socialverbatim.com

3 Social Verbatim (s.f.). Social Verbatim. https://www.socialverbatim.com (consultado el 25 de
abril de 2025).

4 Unadelas derivadas de la emergencia de este tipo de modelos es la importancia que adquiere
lo que se denomina «ingenieria de prompts» que se refiere a la practica de disefiar y optimizar las
entradas que se dan a un modelo para obtener respuestas mas precisas, utiles o alineadas con una
necesidad especifica.

5  Segln las politicas de OpenAl, los datos introducidos por los usuarios en ChatGPT pueden
utilizarse para mejorar los modelos, salvo que se desactive esta opcién en la configuracion. En
cambio, los datos enviados a través de la API no se utilizan para entrenar los modelos de OpenAL.
Esto sugiere que el uso de la API proporciona una mayor garantia de privacidad y seguridad de los
datos.

6  G.Brockman [@gdb] (2023, March 11). Write your prompt like this: [1] Task: what you want

ChatGPT to do [2] Context: extra info that helps set the stage [Post]. X. https://x.com/gdb/sta-
tus/1634708489078706179
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7  https://www.ibm.com/es-es/watson

8  Encuanto ala distorsion de la voz, es evidente que algunos matices del habla natural se po-
drian perder, por lo que se trataria de un trade off entre riqueza lingiiistica o paralingtiistica y
privacidad.

9  Alhacer accesibles los datos se podria combinar en el futuro con herramientas como Zenodo

o similares con permisos y restricciones, ya que en este caso la ciencia abierta tendria un limite
prevalente que es la preservacién de la privacidad.
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