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RESUMEN

Este articulo examina comparativamente la evolucion de campos y tecnologias como la in-
teligencia artificial, la inteligencia de negocios, la ciencia de datos, los big data, los grandes
modelos de lenguaje (LLMs), la inteligencia generativa y la analitica aumentada. A partir
de los documentos «mas citados» y «candentes» de WoS, analiza redes de co-ocurrencias
de términos, visualizando un mapa de conocimiento donde se observan temas o conceptos
clave de esta bibliografia y sus conexiones. En el Gltimo lustro se aprecia una tendencia a la
reduccién relativa de las publicaciones cientificas sobre la inteligencia de negocios, big data
o ciencia de datos en comparacion con las publicaciones sobre LLMs —como ChatGPT—,
inteligencia generativa y analitica aumentada. Se anticipa una interesante diversidad de
oportunidades e impactos para las ciencias sociales, como muestran con detalle los articulos
incluidos en esta seccion de Debate de la Revista CENTRA de Ciencias Sociales.
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ABSTRACT

This article comparatively examines the evolution of fields and technologies such as artificial
intelligence (AI), business intelligence (BI), data science (DS), big data (BD), large language
models (LLMs), generative intelligence, and augmented analytics. Based on the “most cited”
and “hot papers” in Web of Science (WoS), it analyzes co-occurrence networks of cited terms,
visualizing a knowledge map that highlights key concepts and their connections. Over the
past five years, there has been a relative decline in scientific publications on BI, BD, and DS,
contrasted with the growing focus on LLMs —such as ChatGPT— generative artificial intelli-
gence, and augmented analytics. This shift marks a significant transformation and opens up a
range of opportunities and impacts for the social sciences, as detailed in the articles included
in the Debate section of Revista CENTRA de Ciencias Sociales.

KEYWORDS: Artificial intelligence; business intelligence; data science; big data; large language
models; generative intelligence; augmented analytics; Web of Science; knowledge maps; scien-
tific publications; social sciences.

1. De los big data y la ciencia de datos a la inteligencia
artificial generativa, los grandes modelos de lenguaje y la
analitica aumentada

Aunque estamos quizas iniciando una senda emergente que no sabemos aun hacia
dénde va a llevar a las ciencias sociales, se anticipan grandes transformaciones en
algunos parametros clave respecto a nuestros procesos de trabajo intelectual y a
nuestra forma de enfocar la investigacién a consecuencia de los grandes avances
que llegan de la mano de tecnologias y herramientas como las de los grandes mode-
los de lenguaje (LLMs), la inteligencia artificial generativa y la analitica aumenta-
da. Las recientes innovaciones diversifican y amplian los impactos para las ciencias
sociales que la inteligencia artificial, la inteligencia de negocios, los big data y la
ciencia de datos ya aportaban.

El impacto social o transformaciones derivadas de estas innovaciones, y especial-
mente de la IA generativa, ya comenzd (Saetra, 2023), y abarca a multiples areas
y sectores, como, por ejemplo, los de la educaciéon (Walter, 2024; Chiu, 2024) o la
sanidad, donde se llega a hablar de un cambio de paradigma en aspectos relativos a
las imagenes en medicina (Pinto-Coelho, 2023).

Intuimos, por nuestro conocimiento de las ciencias sociales, y como igualmen-

te anticipan la lectura de los textos de Gendler (2026) y Gomez Espino (2026)
incluidos en esta seccién de DEBATE de la Revista CENTRA de Ciencias Sociales
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[https://www.centracs.es/revista], que asistiremos en los préoximos afios a la eclo-
sién de estrategias de investigacién que se apoyan en alguno o varios de los ade-
lantos ligados a las areas citadas, en combinacién con incursiones mas o menos
profundas en el prompting o la ingenieria de prompts (Walter, 2024), que ya esta
permitiendo a las ciencias sociales (y a otras como las de la salud, Meskd, 2023)
beneficiarse de estos avances sin el handicap, previamente existente, de tener que
contar con un dominio avanzado de materias como la programacioén. Esta eclosion
de investigaciones que saquen partido de estas innovaciones no es incompatible
con aproximaciones de corte mas clasico o mixtas.

La trayectoria seguida en la investigacion cientifica en estos campos, tecnologias
y herramientas se vislumbra con nitidez explorando comparativamente sus publi-
caciones, lo que hacemos a continuaciéon de forma sintética por la limitaciéon de
paginas que tenemos. Con el objetivo de hacer una comparacién introductoria, se
han elaborado una serie de graficos de barras con apoyo de R, que muestran la evo-
lucién de las publicaciones que contienen, sea en sus titulos o en sus resiimenes,
los términos extraidos en seis busquedas bibliograficas diferentes: (1) «artificial
intelligence OR Al», (2) «business intelligence», (3) «big data», (4) «data scien-
ce» y (5) «large language models OR LLMs». Por Gltimo, para identificar aspectos
mas emergentes, que conectan con los avances en la inteligencia artificial analitica
y la analitica aumentada, se llevd a cabo una sexta blisqueda que integrd térmi-
nos clave como (6) «generative Al», «generative artificial intelligence», «diffusion
models», «GANs», «augmented analytics», «automated insights», «natural lan-
guage generation» o «Al-driven analytics», términos genéricos y especificos que
permiten hacernos una idea de las investigaciones en marcha en esta area para,
posteriormente, valorar algunos de los aspectos que pueden contribuir a enrique-
cer el trabajo de las ciencias sociales. Las buisquedas se hicieron en la base de datos
bibliografica Web of Science (WoS, https://www.webofscience.com/wos/), con un
margen temporal que comenzaba desde el inicio de la serie de publicaciones hasta
finales de mayo de 2025. Se filtraron las publicaciones segtn el dominio de «Cien-
cias Sociales» («Research Domain» en WoS).

La figura 1 presenta recuentos anuales absolutos de publicaciones para cada bis-
queda. Para facilitar la lectura de las trayectorias temporales, cada panel utiliza un
eje vertical independiente (escala ajustada al rango de su propia serie). Se advier-
te que la altura de las barras no es comparable entre paneles; solo lo es dentro de
cada panel. Dadas las diferencias de volumen entre areas, optamos por este disefio
de paneles con ejes independientes para percibir con claridad la evolucién en cada
caso, sin recurrir a escalas logaritmicas. No se aplicé ninguna normalizacién a las
series: las barras muestran recuentos absolutos por afio en cada panel.
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Figura 1
Evolucién de las publicaciones en Ciencias Sociales [por campos y tecnologias) - WoS
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Fuente: elaboracion propis realizads con R, & partir de datos de WoS.
Este gréfico fiene una version interactiva. Tanto el gréfico interactivo como el cédigo y datos empleados para su realizacion
pueden consultarse en el siguiente enlace: https://doi.org/10.5281/zenodo.17298490 (Gualds, 2025).

Esta estrategia comparativa nos permite hacernos una muy buena idea de la evo-
luciéon seguida, asi como de los principales hitos, para profundizar posteriormente
en cuales son los términos clave que identifican estos campos y tecnologias y cémo
conectan entre si. Nos permite también aproximarnos a algunas de sus ramificacio-
nes mas relevantes, a través de un analisis de redes o de co-ocurrencia de conceptos
clave (mapas de conocimiento), ya empleado previamente en otros estudios biblio-
métricos (Cobo et al., 2011).

Aunque se extrajeron todos los datos de WoS sobre publicaciones sin limitacién tem-
poral, después de un primer preandlisis, para la elaboracién de los graficos, hemos
optado por visualizar la serie temporal comparativa desde 1970 hasta finales de mayo
de 2025 (cuando se cierra la escritura de este texto). En el periodo previo a los seten-
ta, sobre todo desde los cincuenta, el campo de la inteligencia artificial se encontraba
ya mas que presente, manejandose desde los inicios la idea de que era posible crear
maquinas capaces de simular el pensamiento humano o de hacer cosas que «se con-
siderarian inteligentes si las hiciera un ser humano» (Skinner, 2012, p. 3). Incluso en
las ciencias sociales se rastrean ya algunas exploraciones sobre el uso de las com-
putadoras para el andlisis estadistico y la simulacién de fenémenos sociales desde
hace tiempo, con la aparicién de paquetes emblemaéticos como Spss en 1968. El texto
de Gendler (2026) en esta seccién de DEBATE aborda de manera detallada esta evo-
lucién histérica para las ciencias sociales y las humanas en sus conexiones con las
tecnologias digitales.
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Por otra parte, en torno a los sesenta, ya se pueden documentar los primeros pasos
de la inteligencia de negocios (Luhn, 1958), que incorpora algunos de sus primeros
conceptos y sistemas para organizar y analizar datos empresariales con el fin de me-
jorar la toma de decisiones. Igualmente ocurre con respecto a la creacién de bases
de datos relacionales que van sentando las bases para organizar datos (Codd, 1970),
como precedentes de sistemas modernos.

Comparando la evolucién de las publicaciones en los seis campos y tecnologias cita-
das, se aprecia que las publicaciones sobre inteligencia artificial que conectan con las
ciencias sociales comienzan mucho antes que otras, mostrando un crecimiento muy
significativo a partir de 2010 aproximadamente y muy intenso en el Gltimo lustro (fi-
gura 1). El interés por la inteligencia artificial en publicaciones ligadas a las ciencias
sociales es sostenido en el tiempo, aunque en sus primeras décadas su crecimiento
fue lento. Por otra parte, si bien se identifican publicaciones sobre la inteligencia de
negocios un poco mas tarde que sobre inteligencia artificial, ya destacan gradual-
mente desde inicio de los noventa y sobre todo desde 2005 se encuentra un creci-
miento sostenido que es muy apreciable también respecto al volumen de publicacio-
nes. Recordamos que la evolucién que estamos trazando se refiere a la evolucién de
bibliografia sobre estos campos y tecnologias filtrando las publicaciones que en WoS
aparecen clasificadas en el dominio de «Ciencias Sociales».

Frente al inicio mas temprano de las areas de inteligencia artificial e inteligencia de
negocios, las areas de big data y ciencia de datos, que frecuentemente se dan la mano,
comienzan a tener mas interés para las ciencias sociales ya a partir de la segunda
década de este siglo con una eclosién de trabajos primero mas importantes respecto
a los big data desde 2010-2012, época en la que también se aprecia un despunte pa-
ralelo, pero algo mas timido comparativamente de las publicaciones encuadradas en
la ciencia de datos, muy conectadas. Lo que parece apreciarse en el Gltimo lustro es
una caida relativa de documentos que aluden especificamente a los big data, frente al
incremento de las publicaciones sobre ciencia de datos.

Aspectos clave de esta evolucion, ya en el siglo XX1I, son los avances y el desarrollo del
aprendizaje profundo (DL) desde 2010, revolucionando la IA, y de los grandes mo-
delos de lenguaje (LLMs), un poco mas adelante, con la introduccién de tecnologias
como la del ChatGPT o similares (Mesko, 2023; Saetra, 2023; Cooper, 2023). Avan-
ces que vienen de la mano del aprendizaje profundo en aspectos como el reconoci-
miento de imagenes, voz y procesamiento de lenguaje natural que tienen profundos
impactos en las ciencias sociales. Paralelamente, la creacion de modelos de lenguaje
con fundamento en arquitecturas como los transformers, que pueden generar y com-
prender texto muy rapidamente, supone un nuevo impacto para las ciencias sociales.
Sobre este particular, centrado en los procesos de codificacién cualitativa tematica,
se enfoca el articulo de Gomez Espino (2026) en esta seccién de DEBATE, que presta
atencion a los modelos grandes de lenguaje y sus aportaciones cualitativas al crear la
herramienta Social Verbatim, subrayando la importancia de la colaboracién humano-
maquina.
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Aungque las publicaciones sobre grandes modelos de lenguaje o inteligencia generativa
y analitica aumentada son campos de estudio y tecnologias que se han desarrollado
muy recientemente, el crecimiento exponencial de publicaciones que apreciamos en
los graficos de la figura 1 parece sugerir que van a ser areas en desarrollo intenso en
las ciencias sociales en los préximos tiempos. Los LLM o modelos grandes de lenguaje
y el conocido como «prompting» pueden suponer un impulso adicional para el desa-
rrollo de una diversidad de tareas asociadas a la investigacion en general o la que es
mas comun en ciencias sociales, estimulando la imaginacién sociolégica (Mills, 1959).
La potencialidad de contar con la inteligencia artificial como «asistente técnico» en
sus versiones mas recientes (LLMs, generativa y analitica) puede ayudar a las ciencias
sociales a sortear algunos handicaps técnicos precedentes y enriquecer el trabajo en un
abanico de aspectos como la busqueda de la bibliografia, la implementacién de tareas
como la codificacién y clasificacion de documentos, la mineria de textos, la realizaciéon
de andlisis sofisticados con gran rapidez a partir de diversidad de tipos de datos (texto,
imagen, sonido, video), la mejora en las visualizaciones, y un largo etcétera.

2. Mapas de conocimiento y clisteres significativos referidos
a literatura sobre inteligencia artificial clésica y moderns,
inteligencia de negocios, big data y ciencia de datos

Una vez conocida grosso modo la evolucion de las publicaciones en las ciencias socia-
les seglin campos y tecnologias, nos vamos a detener ahora en observar las redes de
coocurrencias y clisteres entre términos, pudiendo esbozar «mapas de conocimien-
to» (Cobo et al., 2011) sobre el campo de la inteligencia artificial (clasica y moderna)
y lineas de trabajo como las de la inteligencia de negocios, big data y ciencia de datos.
Por la limitacién de paginas, se llevara a cabo un andlisis global muy sintético, si bien
se pueden apreciar algunos detalles mas concretos en las figuras que hemos incluido.
Prestaremos atencion para esta identificacion solo a los documentos «mas citados» y
«candentes» de WoS, visualizando tanto temas o conceptos clave de esta bibliografia
COmMO sus conexiones.

A estos efectos, del conjunto de articulos sobre los que hemos trazado la evolucién,
hemos extraido los clasificados en WoS como los mas citados y los candentes («hot»)
en las seis busquedas realizadas (inteligencia artificial, inteligencia de negocios,
big data, ciencia de datos, grandes modelos de lenguaje e IA generativa y analitica
aumentada). A partir de aqui, hemos agregado estos datos fusionando en R las seis
bases de datos obtenidas en WoS, se han eliminado los documentos duplicados y se
adapté el archivo resultante para la importacion de los datos en el programa de ana-
lisis bibliométrico VOSviewer (Van Eck y Waltman, 2010), a partir del que se han cal-
culado métricas de relevancia, para posteriormente visualizar o mapear los clisteres
mas significativos.

La figura 2 muestra un mapa de conocimiento que contiene los términos mas rele-
vantes en las obras mas citadas en la bibliografia. El analisis de redes con VOSviewer
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ha permitido identificar varios clisteres que agrupan términos conectados entre si
y que permiten representar aspectos centrales en esa area tematica de la literatura.
Los términos se extrajeron del titulo y resumen de cada documento. La visualizacién
muestra solo términos muy relevantes, lo cual nos da una pista clara en cada sub-
grafo identificado por colores de las principales areas de investigacion. Las interco-
nexiones permiten observar los aspectos mas conectados en la literatura. En el ana-
lisis sintético que sigue nos referimos a algunos de los términos con mas influencia
a tenor del indicador «fuerza de enlace total» (Total link strength), métrica que revela
los pilares de cada cltster. El tamafio de cada nodo en el cltster se asocia igualmente
a la centralidad de cada término. La proximidad entre los términos sugiere igual-
mente una mayor relacién o coocurrencia.

Figura 2
Mapa de conocimiento sobre campos y tecnologias asociados a la inteligencia
artificial
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Fuente: elaboracion propia a partir de VOSviewer. Datos extraidos de WoS y procesados en R.

2.1. Inteligencia artificial, sociedad e interaccién humano-méquina
(cluster verde|

El cltster verde, centrado en la inteligencia artificial, es uno de los conglomerados
clave en este mapa de conocimiento, revelando la importancia de la literatura sobre
la adopcidn, percepcion, uso y el impacto de la IA, asi como de sus tecnologias re-
lacionadas en diversos contextos sociales y organizacionales. O con aspectos como
el impacto en la experiencia del cliente, la gestiéon empresarial y la aceptacion del
usuario. No es extrafio que algunos de los términos clave mas relevantes' sean los
de «adoption», «acceptance», «Al adoption», «Al technology», «Al use», «usage
intention» o «technology acceptance model (TAM)», que conectan con investiga-
ciones sobre los factores psicolégicos y de comportamiento que influyen en este pro-
ceso —por ejemplo, la utilidad («usefulness») y la facilidad de uso de las tecnologias
(«ease»)—. Algunos de estos términos y otros muchos se aprecian en el mapa de ca-
lor representando en la figura 3.
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Figura 3

Mapa de calor o densidad del clister verde
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Fuente: elaboracion propia a partir de VOSviewer. El color amarillo represents una mayor densidad o concentracién de
publicaciones relacionadas con el tema marcado.

Se recoge también en el clister la bibliografia que estudia la interaccién humano-
IA/robot, lo que se aprecia en términos como «human Al interaction», «human ro-
bot interaction (HRI)», «human machine interaction» o «robot». De forma com-
plementaria, se encuentra la investigacién sobre emociones y actitudes humanas
(«anxiety», «Al anxiety», «fear», «negative emotion», «positive emotion»), y sobre
las caracteristicas de los robots que influyen en estas interacciones, incluyendo el
antropomorfismo («anthropomorphism») y la presencia social («social presence»),
aspectos muy presentes en la bibliografia.

Este amplio clister también pone énfasis en el impacto de la IA en la educacién y
el aprendizaje («education», «higher education», «student», «teacher», «academic
writing» y «language learning»). La literatura explora cémo la IA afecta los procesos
de ensefianza-aprendizaje y los desafios éticos asociados, como el «plagiarism», la
privacidad, consideraciones éticas y otras. También se documentan impactos en el
ambito de los negocios, la gestién y la transformacién digital, donde la IA redefine
el sector empresarial, en un sentido amplio. Lo atestiguan la relevancia de términos
como «business», «digital transformation», «innovation», «sustainability», «job»,
«employment», «supply chain» o «customer», propios de una diversidad de secto-
res como la hostelerfa, el turismo o los servicios. Este cldster, aunque no es el inico,
se distingue por su énfasis en los LLM y la IA generativa, lo que se aprecia en el uso
frecuente en la bibliografia de términos como «chatbot» y «ChatGPT», reflejando la
experimentacién en estos campos, lo que contrasta con publicaciones mas tradicio-
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nales basadas en modelos predictivos. Se enfatiza igualmente en este conglomera-
do la investigacién y metodologia rigurosas, siendo comunes términos en esta area
(«empirical study», «qualitative study», «<SEM», etc.), 1o que subraya la importancia
de la validacién empirica y la construccion de teorias necesarias para comprender y
gestionar eficazmente los impactos de la IA.

2.2. Redes neuronales profundas: Visién por computadora, deteccion y
segmentacién de imégenes (cluster rojo)

El claster engloba conceptos centrales de arquitecturas como las redes neuronales
convolucionales (CNNs) y los transformers. Su bibliografia subraya aplicaciones cla-
ve en la investigacion reciente de inteligencia artificial, de gran interés y potencial en
las ciencias sociales, enfocandose en la visiéon por computadora, deteccién de objetos
y segmentacion de imagenes.

Las publicaciones de este clister representan un epicentro en la investigacién actual
en inteligencia artificial, de gran interés en nuestro campo por el potencial, entre
otros, del procesamiento y analisis de imagenes. El término «network» es el de ma-
yor conectividad del clister. Otros términos clave propios de estos campos y sobre
los que gira la bibliografia (figura 4) son «module», «segmentation», «detection»,
«fault diagnosis», «target detection», «neural», «image fusion», «layer», «expe-
rimental result», «code», «github.com», «superiority». Son igualmente centrales
términos relativos a algoritmos como «CNN», «LSTM>» y «SVM».

A tenor de la bibliografia, la investigaciéon se enfoca en el disefio de arquitecturas
eficientes, la mejora continua del rendimiento y la aplicabilidad de los modelos en
diversos escenarios del mundo real. Esto incluye la extracciéon y fusion de caracte-
risticas, y la busqueda de modelos «efficient» con «excellent performance». Los do-
cumentos que caracterizan este clister parecen destacar por su fuerte compromiso
con la experimentacion, la validacién empirica y la colaboracién a través de la com-
particién de cédigo, buscando resolver desafios como el desequilibrio de clases y el
sobreajuste para mejorar la «generalization ability».
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Figura 4

Mapa de calor o densidad del clister rojo
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Fuente: elaboracion propia a partir de VOSviewer. El color amarillo represents una mayor densidad o concentracién de
publicaciones relacionadas con el tema marcado.

2.3. 1Ay LLM en el mbito de la salud: del diagnéstico, a la toma de
decisiones y sus aspectos éticos (cluster azul)

Este es un conglomerado muy grande y diverso, donde confluye la investigacion en
inteligencia artificial (IA) y el sector de la salud y la medicina. Se orienta en gran
medida a aplicaciones de la IA y la ciencia de datos en este ambito, destacando el uso
de LLMs como el ChatGPT. Algunos términos clave son precisamente «ChatGPT»,
«LLM», «healthcare», «medicine», «patient», «clinical», «diagnosis», «disea-
se», «symptom», «physician», «clinical decision», «symptom», «drug discovery»,
«pneumonia» y «COVID».

La investigacién en esta area se centra en el diagndstico y deteccién de enfermedades
(como céncer, neumonia y Alzheimer) utilizando IA para mejorar la precision y efi-
ciencia, apoyandose en técnicas de imagen médica como radiografias de térax y tomo-
grafias computarizadas. También explora el apoyo a la toma de decisiones clinicas y
el manejo de datos de pacientes. Ademas, el cltster aborda las consideraciones éticas,
sociales y regulatorias de la IA en salud, discutiendo principios como la rendicién de
cuentas, la transparencia y la equidad, asi como desafios como el sesgo algoritmico y
la desinformacion. La metodologia de investigacion es fundamental aqui, subrayando
la necesidad de una base de evidencia sélida a través de ensayos clinicos y revisiones
sistematicas para la adopcion segura y justa de la IA en la practica médica. En esencia,
este clUster representa el ecosistema integral de la IA en el sector sanitario, cubriendo
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tanto las capacidades tecnoldgicas (diagnostico, apoyo clinico, procesamiento de da-
tos) como las implicaciones éticas y sociales criticas para su implementacion.

2.4. 1A distribuida, blockchain, privacidad y optimizacion (clUster
pUrpura)

Este conglomerado refleja la interseccién de la inteligencia artificial con tecnologias
distribuidas, seguridad, privacidad y optimizacién. Los términos que lo identifican
revelan que se enfoca en la implementacion segura y eficiente de la IA en sistemas
distribuidos o descentralizados, priorizando la seguridad, confidencialidad y efi-
ciencia para aplicaciones a gran escala. Algunos términos clave son: «blockchain
technology», «distributed ledger technology (DLT)», «federated learning», «edge
computing», «NFT» o «cryptocurrency» en el ambito de las tecnologias distribuidas.
Otros términos aluden a la seguridad y privacidad («data privacy», «privacy policy»,
«privacy preserving», «privacy leakage», «privacy protection», «attack», «cyberse-
curity», «distributed attack» o «malicious attack»).

Respecto a la optimizacién y eficiencia, se identifican en el mapa algunos como
«optimization», «algorithm», «resource allocation» o «energy efficiency». Y en el
area de aplicaciones que emergen pueden citarse algunas como «metaverse», «di-
gital twin», «smart city», «smart manufacturing», «internet of vehicles» o «cyber
physical system». También se destacan otros como «content generation», «recom-
mender system», «deep reinforcement learning», «graph neural network», «data
management», «data sharing» o «simulation». La investigacion aborda la operacién
eficiente y segura en contextos como la federacién de datos, la gestion de la cadena de
suministro, la infraestructura inteligente y el metaverso, enfatizando la protecciéon
de la informacién y la prevencién de ataques con la «simulation» como metodologia
clave para validar soluciones.

2.5. Machine learning, analitica predictiva e inteligencia de negocios
(clUster amarillo)

Este clister mapea conceptos relativos a técnicas y modelos avanzados de machine
learning y aprendizaje profundo aplicados al analisis de datos y la prediccién. Inclu-
ye arquitecturas como «lstm», «svm» (Support Vector Machine), «random forest»,
«xgboost» y «ann» (artificial neural network). Algunos términos clave que aparecen
en la bibliografia tienen que ver con métricas de validacién como «auc» y «rmse».
El clister también abarca la «inteligencia de negocios» (BI) y la aplicacién de estos
modelos al sector empresarial o de mercado («market», «firms», etc.).

Se aprecia globalmente, como balance, que diferentes clisteres del mapa manifies-
tan una fuerte interconexion. Asi, el clister verde (inteligencia artificial) parece ac-
tuar como eje central, conectando directamente con el azul (IA y LLMs en salud), el
amarillo (machine learning y BI), y el rojo, con investigaciones mas novedosas sobre
redes neuronales profundas y visién por computadora, evidenciando a la IA como un
nicleo que une estas areas aplicadas y técnicas.
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3. Avenidas para la investigacion social: a8 modo de conclusion

Sibien el breve y genérico recorrido que hemos hecho a través de la bibliografia con-
tando con una Unica fuente (WoS) solo permite dar algunas pinceladas de las inten-
sas transformaciones en curso, las nuevas tecnologias o herramientas ligadas a la
inteligencia artificial que nos llegan a las ciencias sociales abren un abanico inmenso
de oportunidades para la investigacion, el andlisis y la intervencién en las diferentes
disciplinas que las componen. Aunque trazar una evolucién sintética no era una tarea
sencilla, nos ha permitido introducir y enmarcar esta secciéon de DEBATE de la Revista
CENTRA de Estudios Sociales y aproximarnos a algunos de los temas que mas interés
han suscitado en las ciencias sociales en diferentes momentos histéricos, asi como
observar campos emergentes en el area de la inteligencia artificial a los que prestar
especial atencién. Un analisis mas exhaustivo al respecto se encuentra en el texto de
Gendler (2026) que se incluye en este namero.

Nos referimos ahora especialmente, dentro del amplio campo de la IA, a los desa-
rrollos relativos a los LLM y a la IA generativa y analitica, como modelos (frecuen-
temente multimodales, Mésko, 2023) que tienen como caracteristica poder generar
contenido nuevo y original, y no solo analizar o clasificar datos. La capacidad de ge-
neracioén o creacion de texto, imagenes, audio, video o c6digo es un rasgo muy avan-
zado al que no se puede dejar de prestar atencién.

Esta capacidad generativa, junto a sus ventajas, esta generando frecuentemente
grandes preguntas, debates y criticas que se refieren a aspectos negativos o riesgos
como los posibles dafios que pueden surgir cuando usamos la IA para generar con-
tenidos (Saetra, 2023; Harrer, 2023), como es el caso de la misma multiplicacién de
la capacidad de generar desinformacion, odio, «deepfakes» o contenidos dafiinos o
de dudosa veracidad con ayuda de una IA generativa que funcione sin supervision
humana (Harrer, 2023).

Otras dimensiones criticas tienen que ver con sesgos inherentes a los algoritmos (Var-
sha, 2023); criticas relativas al plagio de obras académicas, artisticas u otras, preocu-
paciones éticas o incluso el riesgo de infraccién de los derechos de autor, que se afiaden
a otros problemas conectados entre siy relacionados con la privacidad, anonimizacién
y seguridad de los datos, la proteccion, la evitacion del control de los datos por manos
privadas, la ética o la gobernanza de la IA (Murdoch, 2021; Miigge, 2024). Otras criticas
sustantivas, como se avanzé en relacion con el cltster verde, aluden a la tendencia de
antropomorfizar la inteligencia artificial (Ryan, 2020), intentando atribuirle caracte-
risticas morales humanas como la idea de cultivar una «IA confiable», o el exceso de
confianza que se atribuye al ChatGPT como autoridad epistémica, donde se asume una
Uinica verdad sin una base adecuada en la evidencia (Cooper, 2023).

En este plano de las sombras, se amplia la mirada a impactos sistémicos (como los
ambientales, laborales, de poder o gobernanza). Nos referimos también a riesgos de
la IA generativa como los que suponen entrenar y usar modelos que consumen mu-
cha energia y agua y aceleran la renovacién de hardware.
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Igualmente, se destaca que parte del trabajo necesario para su desarrollo (como las tareas de
anotacién o codificacion de contenidos que permitan el entrenamiento de modelos) recae
en personas con condiciones precarias. El control de datos, modelos y nubes se concentra,
por otra parte, en pocas empresas, creando grandes dependencias y dificultando la gober-
nanza. Igualmente, hay problemas de seguridad y fiabilidad (como las manipulaciones de
prompts o las respuestas inventadas o «alucinaciones») y sesgos que afectan mas a lenguas
y grupos poco representados, entre otros. Todos estos elementos invitan, en los proximos
afios, al refuerzo de la supervisiéon humana significativa, la transparencia y la introduccién
de mecanismos de gobernanza antes de aplicar estas herramientas en ambitos sensibles.

Sin dejar de considerar estos u otros elementos criticos, como algunos de los cita-
dos de manera escueta anteriormente, si pensamos en las avenidas que se ofrecen
actualmente a las ciencias sociales al amparo de los avances mas recientes en la in-
teligencia artificial, algunas que nos parecen notorias para las ciencias sociales son:

1. El mayor alcance y escala con el que podemos desarrollar nuestra investiga-
cién, que nos permiten analizar un volumen y variedad de datos antes impen-
sable, incluyendo datos de diferente tipo (estructuras y no estructurados) y
procedentes de diversidad de fuentes;

2. la identificacién de patrones, correlaciones, estructuras, redes o tendencias
que no eran palpables con métodos tradicionales;

3. la posibilidad de mejorar nuestro conocimiento y articulacion de las dimen-
siones macro, meso y microsociales, asi como poder llevar a cabo una combi-
nacién de resultados de investigacion con mayor precisién al contar con he-
rramientas analiticas mas potentes, con capacidad ampliada para recopilar y
procesar datos, sean estos «small» o «big data»;

/. la oportunidad de generacién de nuevas hipdtesis y lineas de trabajo, ante los
nuevos hallazgos que se van obteniendo;

5. la versatilidad de las nuevas herramientas, adaptables y con posibilidades de
personalizacion a diferentes sectores sociales o personas;

6. lamayor capacidad de visualizar datos complejos, de forma interactiva, permi-
tiendo una mejor comprensién de la realidad;

7. lamayor facilidad para la obtencién de evidencias sélidas para una mejor toma de de-
cisiones, asi como para fundamentar una variedad de politicas o programas sociales;

8. lapotenciacién del desarrollo de métodos mixtos, inter y transdisciplinares para
el conocimiento de la realidad social, facilitando la colaboracion entre cientifi-
cos y expertos de los diferentes dominios cientificos (Ciencias Sociales, Artes y
Humanidades, Ciencias de la Vida y Biomedicina, Ciencias Fisicas y Tecnologia);

9. la automatizacion de tareas pesadas o que consumen mucho tiempo en la in-
vestigacion, ganando en eficiencia;

10. la posibilidad de reforzar en las ciencias sociales las aproximaciones basadas
en métodos mixtos y las estrategias de combinaciéon metodologica.
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Una de las ganancias claves con el desarrollo de la inteligencia artificial y su imple-
mentacién en las ciencias sociales es la ampliaciéon de nuestra capacidad para com-
prender fenémenos complejos, observar y adelantarnos a tendencias y la formula-
cién de intervenciones sociales mas efectivas y basadas en evidencia. Un aspecto, por
otra parte, que nos parece esencial y sobre lo que ya han venido advirtiendo algunas
investigaciones recientes en diferentes areas es avanzar en la implementacion de la
colaboracién humano-IA, asi como en la necesidad de la albabetizacién en la IA, més
que confiar acriticamente en estas tecnologias (Harrer, 2023; Walter, 2024).

Concluyendo, desde nuestra perspectiva, uno de los aspectos en lo que las ciencias so-
ciales pueden obtener mas ganancias al apostar por estos campos en desarrollo es pre-
cisamente en potenciar el alcance de los métodos mixtos o hibridos, y de las lineas de
trabajo cualitativas que, en cierto modo, quedaban oscurecidas con la eclosién de los
big datay el énfasis en la deteccién de patrones a escala macro. El trabajo de Gémez Es-
pino (2026) en esta seccién de DEBATE, que pone el acento en cémo aplicar la IA y los
LLM para mejorar nuestra capacidad de desarrollar transcripciones y codificaciones
cualitativas con la herramienta Social Verbatim, es un buen ejemplo de ello, que, a su
vez, nos hace pensar en la artificialidad de los limites entre lo cuantitativo y lo cualita-
tivo, ayudando a diluirlos. La posibilidad de implementar modelos de IA tipo zero-shot,
como explica en su articulo, que puedan ser entrenados por cientificos sociales para
identificar o categorizar temas emergentes o «codigos», es uno de los desafios que se
sugieren. Igualmente, este trabajo, asi como el de Gendler (2026), nos remite a la im-
portancia que tienen en las ciencias sociales una aproximacion ética y no acritica a los
datos por los efectos sociales y sensibilidad que ello comporta.

4. Financiacion

Este articulo se beneficia de nuestra implicacién en el Proyecto I+D+i titulado
«Teorias de la conspiracién y discurso de odio online: Comparacién de pautas en
las narrativas y redes sociales sobre COVID-19, inmigrantes, refugiados y personas
LGBTI [NON-CONSPIRA-HATE!]», PID2021-1239830B-100, financiado por MCIN/
AEI/10.13039/501100011033/ y por FEDER/EU, siendo uno de los aspectos claves en
este proyecto el estudio de los impactos y aplicaciones de la inteligencia artificial.
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